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1 Introduction

In this study, the performance of a particular setup of the Weather Research and Forecasting (WRF)
Model with regard to the surface wind conditions over Iceland is analysed, in comparison with local
and interpolated station data. Previously, the climatological surface wind conditions at various
station locations in Iceland were analysed in Nawri et al. (2012c), while empirical terrain models
for surface wind based on Icelandic station data were developed in Nawri et al. (2012a). As
the two previous studies, the analysis presented here was conducted in the context of the project
“Improved Forecast of Wind, Waves and Icing” (IceWind), Work Package 2, with the ultimate goal
of developing a wind atlas for Iceland, primarily for the assessment of wind energy potential.

A special emphasis in this analysis is the influence of complex terrain on the accuracy of the WRF
model in reproducing the measured surface wind conditions, and the identification of systematic
regional biases. Other topics are the model representation of temporal variability on different
time-scales, and the dependence of simulated wind speed on different large-scale overlying flow
conditions. The statistical correction of WRF model data based on these comparisons against
measurements is discussed in Nawri et al. (2012b).

2 Data

The primary data source for the wind atlas are mesoscale model runs, produced by Reiknistofu
í veðurfræði in the context of “Reikningar á veðri” (RÁV), which is a joint project of several
Icelandic research institutions. The RÁV model runs were produced with the Weather Research
and Forecasting (WRF) Model (Version 3.1.1; see Skamarock et al. (2008) for details). Simulations
were performed in three nested horizontal domains, all approximately centred around Iceland: the
outer domain with 43×42 grid points spaced at 27 km (1134×1107 km), the intermediate domain
with 95×90 grid points spaced at 9 km, and the inner domain with 196×148 grid points spaced at
3 km. The northwest corner of the outer domain covers a part of the southeast coastal region of
Greenland. Otherwise, the only landmass included in the model domain is Iceland. For a detailed
description of the simulations refer to Rögnvaldsson et al. (2007, 2011a). The data used in this
study is that of the inner domain (see Figure 1). Output fields were produced every 3 hours. Data
are available for the period 1 Sep 1994 – 2 Nov 2009. However, as described in Nawri et al.
(2012c), for comparison with station data, the study period was reduced to the 4 years from 1 Nov
2005 to 31 Oct 2009.

The initial and boundary conditions for the WRF model simulations were determined by 6-hourly
operational analyses obtained from the European Centre for Medium-Range Weather Forecasts
(ECMWF), valid at 00, 06, 12, and 18 UTC (which is local time in Iceland throughout the year).
After initialisation of the model run, these data are only applied at the boundaries, where no ob-
servational data are available for comparison. Potential errors in the boundary conditions can
therefore not be determined.
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Figure 1. ECMWF and WRF land-sea masks, with ocean grid-points shown by blue dots,
and land grid-points shown by green triangles. Also shown are, for each surface weather
station (magenta squares), the closest grid-point (red triangles) and the closest land grid-
point (red dots).

However, differences of WRF model simulated surface winds from station data can be analysed
in relation to corresponding differences from measurements of the operational analyses. For this,
both the WRF model fields and operational analyses are interpolated onto station locations. In the
case of operational analyses, as discussed in Nawri et al. (2012c), interpolated values are calculated
as inverse horizontal distance1 weighted averages from the four surrounding grid-points. For the
WRF model fields, differences between different interpolation methods are insignificant. A mixed
method is used, whereby interpolated values are given by inverse distance weighted averages from
the four surrounding grid-points, if these grid-points are all over land, according to the model
land-sea mask. Along the coast, if any of the surrounding grid-points are over the ocean, the
nearest land grid-point value is used at the station location. As shown in Figure 1, the distinction
between nearest and nearest land grid-point are only important for the operational analyses, where
the nearest land grid-point in regions with a complex coastlines, such as in the Westfjords, can be
several kilometres away from a given station location. Interpolated surface wind speed at station
locations always refers here to interpolated values from the horizontal field of wind speed, rather
than the speed of interpolated wind vectors. Similarly, unless stated explicitly otherwise, for all
averages employed throughout the study, mean speed invariably refers to the average of individual
speed values, rather than the speed of the averaged wind vector.

In addition to horizontal surface wind, operational analyses of geopotential height at 850 hPa
are used to determine the dependence of surface wind conditions over Iceland on the large-scale
atmospheric circulation. The angular grid-spacing of these fields is 0.250 degrees in longitude, and
0.125 degrees in latitude, corresponding to a physical grid-spacing of 13.9 km in latitude, and 11.7
km in longitude, along 65◦N (see Figure 1). The 6-hourly fields are linearly interpolated onto the
3-hourly times of the observational data.

1All horizontal distances in this study are calculated along great circles on a spherical Earth at mean sea level.
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Quality controlled hourly surface measurements of wind speed and direction, as well as air tem-
perature, were obtained from the Icelandic Meteorological Office. Winds are measured at different
heights, h, above ground level (AGL), varying between 4.0 and 18.3 m. These differences are
taken into account following WMO guidelines (WMO, 2008), whereby wind speeds are projected
to 10 mAGL by

S(10m) = S(h)
ln(10/z0)

ln(h/z0)
, (1)

where for Iceland the surface roughness length z0 over land is approximately 3 cm (Troen and
Petersen, 1989). WRF model surface wind speeds are also valid at 10 mAGL. As described in
Nawri et al. (2012c), for any given variable, only those locations are considered, for which station
records have at least 75% valid data within any specific period under consideration. The names,
ID numbers, and coordinates of all stations from which data was used are given in Nawri et al.
(2012c). To be consistent with the WRF model data, the hourly observational time-series were
reduced to 3-hourly values.

To relate the spatial variability of surface variables to terrain characteristics, a digital terrain model
(DTM) at a 100×100 m resolution was used. This DTM was produced in 2004 by the Icelandic
Meteorological Office, the National Land Survey of Iceland (Landmælingar Íslands), the Science
Institute of the University of Iceland (Raunvísindastofnun Háskólans), and the National Energy
Authority (Orkustofnun).

For the calculation of the shortest distances from station locations and WRF grid-points to the
coast, coastline data from the National Geophysical Data Center (NGDC) of the U. S. National
Oceanic and Atmospheric Administration were used.

3 Terrain Effects

Terrain-related model errors are due to inaccurate representations of elevation, ruggedness, and
surface roughness.

With complex terrain, as exists throughout Iceland, the representation of coastlines and orography
greatly depends on spatial resolution. The WRF model elevation on the 3-km grid, in comparison
with the 100-m DTM linearly interpolated onto the WRF grid, is shown in Figure 2. Due to the 30
times higher spatial resolution, the DTM shows many of the smaller valleys and fjords, which are
not present in the WRF orography. As a result, differences between WRF and DTM elevation vary
between ±300 m. Due to the strong dependence of wind speed on terrain elevation (Nawri et al.,
2012a), for a meaningful comparison of regional wind statistics between different datasets, surface
wind speeds must be projected to mean sea level according to the respective model terrain and
vertical terrain gradients, whereby for station data, the DTM orography is used. As discussed in
Nawri et al. (2012a), monthly averages of measured surface wind speed, from about 6 km inland
of the NGDC coastline, tend to follow a linear relationship with terrain elevation. As seen in
Figures 3 and 4, this is not the case for ECMWF operational analyses. At low elevations, monthly
wind speed decreases with height, as the effects of moving inland away from the coast outweigh
the effects from increasing elevation. At about 500 metres above mean sea level (mASL), the
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Figure 2. Terrain elevation of the WRF model, and elevation differences between the WRF
and the 100-m digital terrain model (DTM), linearly projected onto the WRF model grid.

trend reverses, and wind speed increases with height. The use of linear profiles, as for station
measurements, is therefore inappropriate. As shown in the figures, these vertical terrain profiles
are better represented by a second order polynomial fit with the square root of height above mean
sea level. For measurements, the difference between a linear and second order polynomial fit is
negligible. WRF model fields of monthly surface wind speed show a large spread around either
a linear or second order polynomial profile. At intermediate elevations, the differences are small.
At high elevations, the second order profile provides a better fit, but has too high wind speeds at
low elevations, where a larger number of grid-points are located. Therefore, for measurements and
WRF model fields, linear profiles are being used, to project surface wind speeds from either the
DTM or model orography, respectively, to mean sea level. Throughout the year, the magnitude of
vertical terrain gradients determined from WRF model fields is about half that derived from station
measurements.

Surface roughness length as specified in the RÁV WRF model setup is shown in Figure 5 for six-
months warm and cold seasons. Seasonal differences are due to changes in vegetation and snow
cover. Values range from near zero over the permanent icecaps at elevations above 900 mASL,
to 50 cm in low-lying areas, which are (for the most part wrongly) identified as being covered
with bushes and low trees. In contrast, terrain type throughout Iceland is best described by surface
roughness classes 0 to 2, as defined by Troen and Petersen (1989), i.e., by surface roughness lengths
of up to 10 cm. Roughness class 3, with roughness lengths of about 40 cm only applies at a few
grid-points covering urban and forested areas. Therefore, throughout the year, with the exception
of the icecaps, model surface roughness lengths are too large by up to an order of magnitude.
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Figure 3. Average January surface wind speeds as a function of terrain elevation for mea-
surements, ECMWF operational analyses, and the WRF model. For operational analyses
and the WRF model, all land grid-points over Iceland are used. Red lines represent best
linear fits to the monthly data points. Cyan lines represent best second order fits of monthly
wind speeds to the square root of terrain elevation.
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Figure 4. Average July surface wind speeds as a function of terrain elevation for measure-
ments, ECMWF operational analyses, and the WRF model. For operational analyses and
the WRF model, all land grid-points over Iceland are used. Red lines represent best linear
fits to the monthly data points. Cyan lines represent best second order fits of monthly wind
speeds to the square root of terrain elevation.
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Figure 5. Surface roughness length over the land area of Iceland, as used in the WRF model
during the cold and warm season. Terrain elevation contour lines are drawn at 1000 and
1500 mASL.
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4 Monthly Mean Fields

Monthly WRF model fields of surface wind speed in January and July, in comparison with the
one-parameter empirical terrain model developed in Nawri et al. (2012a), are shown in Figure 6.
Throughout the year, significant and systematic differences exist between WRF model fields and
interpolated measurements, with too strong model surface winds along the coast, and too weak
winds in the interior. The relative decrease in wind speed from the coast inland and onto the higher
terrain is due to unrealistically high values of surface roughness lengths in the model, and too small
vertical terrain gradients, as discussed in the previous section.

Monthly vector fields of horizontal wind at mean sea level are shown in Figure 7 for the entire
island, and in Figure 8 for the Westfjords.2 As described in more detail in Nawri et al. (2012a),
horizontal vector fields at mean sea level are calculated from the projected values of wind speed,
with averaged unit vectors calculated from the original wind directions. Qualitatively, throughout
most of the island, the WRF model captures the change in mean monthly flow from predominantly
offshore in winter, to predominantly onshore in summer, which is shown by the interpolated mea-
surements. However, in summer, the southerly onshore wind component across the southern half
of the island is generally underestimated. In winter, differences at many grid points are large, but
unsystematic.

focusing more specifically on downslope/offshore and onshore/upslope winds, the seasonal change
in the mean monthly inland component of measured and modelled wind vectors at station loca-
tions is shown in Figure 9. The inland wind component is calculated by projecting the horizontal
wind vector onto the unit vector pointing from the given station location to the point at (18.35◦W,
64.77◦N), situated between Hofsjökull and Vatnajökull. The seasonal change is defined as the
difference between July and January averages. In the eastern and northern part of the island, the
local magnitudes of seasonal flow reversal in WRF model simulations are similar to those based
on measurements. However, in the southwest region the flow reversal is significantly too weak,
partly due to weak wintertime offshore winds, and continued summertime downslope flow from
the central highland, as seen in Figure 7.

2The stereographic projection of wind vectors employed for these figures is described in Nawri et al. (2012c).
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Figure 6. Surface wind speed according to the one-parameter empirical terrain model
(ETM) and the WRF model. Terrain elevation contour lines are drawn at 1000 and 1500
mASL.
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Figure 7. Horizontal wind vectors at mean sea level according to the one-parameter terrain
model and the WRF model. Differences are calculated between the WRF and the terrain
model.
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Figure 8. Horizontal wind vectors at mean sea level in the northwest region of Iceland ac-
cording to the one-parameter terrain model and the WRF model. Differences are calculated
between the WRF and the terrain model.
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Figure 9. Seasonal change in the mean monthly inland component of measured and mod-
elled wind vectors at station locations (see Section 4).
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5 Seasonal Cycles

Similar to the discussion in Nawri et al. (2012c), for the calculation of seasonal cycle of surface
wind speed, stations are separated either by local terrain elevation, or by geographical region.

According to terrain elevation, zs, stations are classified as

• low coastal for 0≤ zs < 15 m,
• high coastal for 15≤ zs < 50 m,
• intermediate for 50≤ zs < 400 m,
• high for zs ≥ 400 m ,

where ECMWF operational analyses and WRF model data are projected to the local terrain el-
evation, as given by the 100-m DTM. According to longitude, λs, and latitude, φs, stations are
classified as belonging to

• the northwest region for λs <−18◦E and φs ≥ 65◦N,
• the northeast region for λs ≥−18◦E and φs ≥ 65◦N,
• the southwest region for λs <−18◦E and φs < 65◦N,
• the southeast region for λs ≥−18◦E and φs < 65◦N,

where local wind speeds are projected to mean sea level. These definitions differ from those in
Nawri et al. (2012c), in that there, operational analyses data was taken at the ECMWF model
elevation. Additionally, for the regional comparison, stations were limited to the lowest 50 mASL.
The effect of these different definitions is that ECMWF surface wind speeds at low elevations
are increased, when projecting to mean sea level, without affecting the relative variation of the
seasonal cycles.

Whether separated by elevation or by region, the ensemble mean surface wind speeds in WRF
model simulations qualitatively follow the same seasonal cycles as those according to station data
and operational analyses. However, compared with the latter two, the WRF seasonal cycles at
locations near the coast are overall shifted to higher values by about 1 – 2 m s−1 (see Figure 10).
Contrary to the measured wind speeds, which show consistently higher monthly values at eleva-
tions of at least 400 mASL than below, WRF monthly surface wind speeds in the elevated interior
are consistently lower than at lower elevations, especially in winter. Based on local values, this
was already seen in Section 3.

The regional comparison of seasonal cycles of surface wind speed, projected to mean sea level, is
shown in Figure 11. Since in all four quadrants of the island the majority of stations are near the
coast, the ensemble mean speeds in the WRF model simulations are consistently higher than those
based on station data. The most significant regional difference in WRF model simulations are low
cold-season monthly wind speeds in the northeast quadrant compared with those in other regions.
This is not the case based on either station data, or operational analyses.
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Figure 10. Seasonal cycle of surface wind speed at station locations separated by local
terrain elevation: individual station data (dashed black lines), ensemble averages of station
data (blue lines), ensemble averages of interpolated operational analyses (green lines), and
ensemble averages of interpolated WRF simulations (red lines).

6 Local Differences

In the previous sections, the regional bias in WRF simulations with generally too strong coastal
and too weak interior surface wind speeds has been established. In this section, the nature of
local deviations in WRF surface wind speeds from measurements is compared with corresponding
differences of ECMWF operational analyses.

Histograms of wind speed differences, projected to mean sea level, at four locations in January are
shown in Figure 12. As seen previously, mean sea level wind speeds in the operational analyses
are generally too high. Their difference distributions are therefore shifted towards higher values
compared with the WRF differences. However, the shapes of the difference distributions of WRF
and ECMWF surface winds at individual locations are similar, considering the differences between
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Figure 11. Seasonal cycle of surface wind speed at station locations separated by region:
individual station data (dashed black lines), ensemble averages of station data (blue lines),
ensemble averages of interpolated operational analyses (green lines), and ensemble aver-
ages of interpolated WRF simulations (red lines).

different locations. At all locations, differences are approximately normally distributed, with wider
distributions in winter than in summer (not shown). Isafjörður (Station 2642) (see the tables and
maps in Nawri et al. (2012c)) is located at low elevations within a narrow fjord, poorly resolved
by the WRF model terrain, in the western part of the Westfjords. WRF surface winds there have a
small positive bias, with an intermediate spread of differences to measured wind speeds. Very sim-
ilar difference distributions are found at Reykjavík Airport (Station 1477), located at low elevations
at the southwest coast, in a relatively flat but built-up area, with a small wooded region nearby. Hal-
lormsstaður (Station 4060) is located at low elevations within a poorly resolved, densely wooded
river valley, about 60 km from the open east coast. WRF surface winds there show a positive bias
of about 3 m s−1, with a relatively small spread of the difference distribution. Þúfuver (Station
6760) is located at intermediate elevations within relatively flat and open terrain in the interior of
the island. As seen in the previous sections, WRF winds in that region are generally too weak,
resulting in a large negative bias of about -5 m s−1, and a wide difference distribution.
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Figure 12. Histograms of differences between modelled and measured surface wind speeds,
projected to mean sea level, in January: ECMWF operational analyses (blue bars), and
WRF model (red bars). The lines indicate normal distributions with the standard deviations
of the actual distributions.

Based on these four stations alone, it is clear that significant differences exist at different locations
in the distribution of deviations of either WRF or ECMWF winds from measurements. However,
since differences are approximately normally distributed, the nature of deviations of modelled or
analysed surface winds from measurements can easily be compared at all locations across the
island. The two parameters that determine local normal distributions are the monthly average
difference, and the half-width, 2

√
2ln2σ , which is proportional to the monthly standard deviation

of differences, σ .
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Figure 13. Standard deviation of differences between modelled and measured surface wind
speeds, projected to mean sea level.

Monthly biases of WRF surface wind speeds have already been discussed in connection with Fig-
ure 6. The local values of standard deviations are shown in Figure 13. The similarity between the
standard deviations of differences from measurements of WRF and ECMWF winds, which was
seen at the four locations discussed above, is consistent across the island. As discussed in more
detail below, this is the result of a high temporal correlation between WRF and ECMWF surface
winds. It will be seen that, despite differences in monthly averages, temporal fluctuations around
average values in the WRF model simulations are primarily driven by the boundary conditions.
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7 Statistical Differences and Correlations

As seen in the previous section, local differences between either WRF or ECMWF and measured
surface wind speeds, projected to mean sea level, are approximately normally distributed. In this
section, the statistical differences and similarities between modelled and measured time-series are
investigated in more detail.

The linearity of the relationship between observed time-series Oi at the i-th location, and corre-
sponding time-series Si derived from linearly interpolated model fields, is measured by correlation,

Ci =
E [(Si−E[Si]) (Oi−E[Oi])]

D[Si]D[Oi]
, (2)

where averages and standard deviations of any set of values are denoted by E[ ] and D[ ], respec-
tively. Overall absolute differences between observed and modelled time-series can be measured
by mean squared deviation (MSD),

Mi = E
[
(Si−Oi)

2
]
, (3)

with normalised mean squared deviation (NMSD) defined as

Ni =
Mi

D[Si]D[Oi]
. (4)

Since correlation is an overall measure of the temporal fluctuations around average values for each
of the time-series, even with a high correlation, MSD may be large due to a constant offset between
the two time-series.

As a combined measure of average biases and differences in variability, an error function,

Fi = (E[Si]−E[Oi])
2 +(D[Si]−D[Oi])

2 , (5)

can be defined as the sum of squared differences between averages and standard deviations of
measured and modelled time-series. With time-series decomposed into temporal averages and
perturbations,

Si = S′i +E[Si] , (6)

it can be shown that
Fi = Mi +2cov(Si,Oi)−2D[Si]D[Oi]≥ 0 . (7)

Division by D[Si]D[Oi] leads to
Ni ≥ 2(1−Ci) . (8)

For a given correlation, Ci, this relationship establishes a lower bound, 2(1−Ci), for NMSD at
those locations, at which the error function, Fi, vanishes, i.e., where modelled averages and stan-
dard deviations are equal to the measured values. Beyond that value, absolute deviations cannot
be reduced without changing the correlation, and thus the temporal variability of modelled time-
series.
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Figure 14. Surface wind speed correlation between measurements and either ECMWF
operational analyses or the WRF model.

Local correlations between measured and modelled time-series of surface wind speed are shown
in Figure 14. For the most part, there is a clear distinction between high- and low-correlation
sites, without significant differences between different years (not shown). However, especially at
low-correlation sites, correlation tends to be higher in summer than in winter. Compared with the
large differences in correlation between nearby locations, differences between WRF and ECMWF
correlations with measured wind speeds are small.

In fact, as shown in Figure 15, WRF surface wind speeds, especially in winter, are highly corre-
lated with those interpolated from ECMWF operational analyses. In summer, at a few locations in
the interior, correlations fall below 0.6, but generally remain above that value. Temporal fluctua-
tions of WRF surface wind speeds, to a large extent, are therefore driven by the 6-hourly boundary
conditions, rather than internal model dynamics. However, terrain effects on the temporal vari-
ability of the horizontal wind field are noticeable in the reduced correlations of individual vector
components. This is particularly the case for the zonal wind component in regions of increased
terrain ruggedness.
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Figure 15. Correlation between ECMWF operational analysis and WRF model surface
wind speeds and horizontal velocity components.
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Referring again to Figure 14, geographically, for the most part, high- and low-correlation sites
are well mixed. However, especially in winter, consistently low correlations are found in the
Westfjords and in the central part of the east coast. Correlating overlying ECMWF geostrophic
wind speeds at 850 hPa with measured surface wind speeds, the same division into high- and low-
correlation sites was found by Nawri et al. (2012a). In that study it was shown that high correlations
primarily exist under conditions of strong geostrophic winds. Furthermore, analysing smoothed
time-series, it was found that a more consistent response of surface wind speeds across the island
towards changes in the intensity of the prevailing overlying flow exists at time-scales of two weeks
and longer.

However, even based on the original 3-hourly time-series, it is easy to verify that the dynamics
creating temporal fluctuations at low-correlation sites, which are essentially disconnected from
those of the geostrophic or actual ECMWF winds, are not purely local. This is done by projecting
measured surface wind speeds to mean sea level, using the vertical terrain gradients introduced in
Section 3, and calculating the horizontal average at each time-step. Additionally, to identify the
connection of temporal fluctuations on different time-scales, the local and horizontally averaged
time-series are smoothed by the application of running means over periods from 1 to 30 days.
Correlations of the complete four-year time-series of local mean sea level wind speeds with the
horizontally averaged wind speed are shown in Figure 16. In general, original 3-hourly time-series
at locations, where wind speeds are poorly correlated with ECMWF and WRF winds, are better
correlated with the regional average than those at high-correlation sites with respect to ECMWF
and WRF winds. This is particularly the case in the Westfjords and in the east, and would be highly
unlikely, if local temporal variations were primarily determined by the specific circumstances at
each of the individual measurement sites. As important as local forcing mechanisms clearly are,
some regional coherence in dynamics and temporal variability of surface wind speed is maintained,
which is not captured by the operational analyses, at least at the model boundaries. Correlations
between local and regionally averaged wind speeds generally increase if time-series are smoothed
by 1-day running means, especially along the coast of the northern half of the island, with average
correlation for all stations increasing from 0.390 to 0.418. Since thermal wind systems and atmo-
spheric tides are effectively filtered out by the smoothing, the coherent regional variability of wind
speed over Iceland is not predominantly related to diurnal cycles. Local correlations along the
northern coast remain high for 3-day running means, but start to decrease slightly in the interior,
with an average for all stations of 0.398. With increasing smoothing periods, correlations continue
to decrease throughout the island.
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Figure 16. Correlation between local and regionally averaged measured surface wind
speeds, with 3-hourly time-series smoothed by running means over different time-periods.
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Local correlations between WRF model and measured time-series of surface wind speed, projected
to mean sea level and smoothed by running means over periods from 1 to 30 days, are shown in Fig-
ure 17. With increasing smoothing period, the differences between low- and high-correlation sites
at low elevations and near the coast are reduced, with only small changes in the elevated interior
of the island. At 0.244, average correlation for all stations is highest for 3-day running means, but
only slightly smaller for 1- and 7-day running means, with values of 0.235 and 0.237, respectively.
The dominant weather phenomenon on those time-scales best represented by ECMWF operational
analyses at the model boundaries, and subsequently by the WRF model, is the evolution of indi-
vidual cyclonic weather systems, of which the majority pass south of the island, being associated
with the climatological feature of the Icelandic Low (Einarsson, 1984). By contrast, for ECMWF
geostrophic wind speeds at 850 hPa and measured surface wind speeds, the highest correlations
are found for 15-day running means (Nawri et al., 2012a).
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Figure 17. Correlation between WRF model and measured surface wind speeds, with 3-
hourly time-series smoothed by running means over different time-periods.
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Figure 18. Normalised mean squared deviation between modelled and measured surface
wind speeds.

As shown in Figure 18, different station locations are not as clearly divided into high- and low-
NMSD sites as for correlation, based on the original 3-hourly time-series. However, for WRF
surface wind speeds, high-correlation sites do stand out as having the lowest NMSDs. As discussed
in Nawri et al. (2012b), at other locations, NMSD can be reduced to the minimum value given by
(8) through a linear transformation, whereby local averages and standard deviations are made equal
to the measured values.

8 Temporal Variability

It was shown in the previous section, that the temporal variability of measured surface wind speeds
at most station locations is poorly represented by WRF model simulations, for which temporal
fluctuations are primarily driven by the boundary-conditions determined by ECMWF operational
analyses. In this section, this issue is discussed from a different point of view, by comparing the
power spectra of 3-hourly measured and modelled surface wind speeds.
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Figure 19. Spectral components of the annual and daily cycles of surface wind speed at
station locations in percent of the total variance.

For a Fourier series representation of any discrete time-series with N data points and expansion
coefficients an and bn, the power spectrum consists of individual spectral components S (ωn) =(
a2

n +b2
n
)
/2, corresponding to angular frequencies ωn = 2πn/N, with 1 ≤ n ≤ (N−1)/2. Prior

to the calculation of Fourier components, gaps in measured station data are filled by linear inter-
polation. All time-series are detrended by subtracting the linear least squares polynomial fit. The
variance of the detrended time-series is equal to the sum of all spectral components. To be able
to compare the relative variability on different time-scales between different locations, all local
power spectra are normalised by the total variance.

A comparison of local annual and daily normalised spectral components between modelled and
measured time-series of surface wind speed is shown in Figure 19. In terms of relative temporal
variability, the WRF model has stronger annual cycles primarily along the north coast, and to a
lesser extent at other coastal locations, compared with measurements. Relative diurnal cycles,
with the exception of a few locations, tend to be weaker in the WRF model time-series, than in
measurements.
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Differences between WRF and measured ensemble mean spectra for either low- or high-correlation
sites are shown in Figure 20 (a), whereby low-correlation sites are defined as those with non-
negative annual correlations of less than 0.5 (82% of all stations with adequate wind speed data),
and high-correlation sites are defined as those with correlations of at least 0.5. For high-correlation
sites, the magnitude of deviations is larger than at low-correlation sites for the lowest frequency
of 0.25 cycles per year, as well as for the annual cycle. For most other frequencies, differences
at high-correlation sites are smaller. Correlation between modelled and measured time-series is
therefore primarily affected by fluctuations on time-scales shorter than the annual cycle.

Differences between high- and low-correlation ensemble mean spectra for either measured or mod-
elled time-series are shown in Figure 20 (b). Differences for modelled time-series are generally
smaller than those based on measurements. The main exception is the significantly larger annual
cycle of modelled time-series at high-correlation sites, compared with that at low-correlation sites.
At higher frequencies, the large differences in correlation between nearby locations are mainly due
to differences in measured time-series. For these, particularly large differences exist at the lowest
frequency, as well as around 20 cycles per year, corresponding to periods of about 18 days. The
measured diurnal cycle is also considerably weaker at high-correlation sites. At higher frequen-
cies, differences are negligible. Generally small differences are also found at frequencies between
200–300 cycles per year, corresponding to periods of about 1–2 days. As discussed in the pre-
vious section, this corresponds to the time-scale with the highest spatial coherence of temporal
fluctuations across the island.
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Figure 20. (a) Differences between WRF and measured ensemble mean spectra for either
low-correlation sites (blue lines) or high-correlation sites (red lines). (b) Differences be-
tween high- and low-correlation ensemble mean spectra for either measured time-series
(blue lines) or modelled time-series (red lines).
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9 Effects of the Large-Scale Atmospheric Circulation

As demonstrated in the previous sections, as well as in Nawri et al. (2012a), under most conditions,
the temporal variation of surface wind speed over Iceland is poorly correlated with the intensity of
the large-scale atmospheric circulation, as determined by ECMWF operational analyses. However,
the temporal variability of WRF model simulations is primarily determined by the temporal vari-
ability of operational analyses, which are used as boundary conditions. It is therefore necessary to
study the performance of WRF model simulations of surface wind speeds with different large-scale
conditions.

For this, the same classification of 850 hPa geostrophic wind speeds, derived from operational
analyses, is used as that introduced in Nawri et al. (2012a), i.e., geostrophic wind speeds are
separated into three classes, with limits at the monthly 30th and 65th percentiles. Additionally,
for intermediate and strong geostrophic wind speeds, geostrophic wind directions here are also
separated into four 90-degree sectors, centred around the intercardinal directions. Geostrophic
wind speed is calculated from the average magnitude of the geopotential height gradient over the
land area of Iceland, while the geostrophic wind direction is defined as the direction of the average
of all unit vectors pointing into the direction of the geostrophic wind at each grid point. For the
calculation of prevailing geostrophic wind directions, geostrophic wind speeds of less than 1 m
s−1 are excluded.

Histograms of geostrophic wind speed and direction at 850 hPa, in comparison with the surface
wind from ECMWF operational analyses, are shown in Figure 21. The wind direction probability
distribution at both levels is bimodal (see Figure 21(a)). However, there is a shift from the north-
northeasterly dominant surface wind direction to the south-southwesterly dominant (geostrophic)
wind direction at 850 hPa. The secondary wind direction changes from southerly to northeasterly.
This is indicative of an adjustment of the low-level wind from the cyclonic circulation of low-
pressure systems passing primarily to the south of Iceland, to the prevailing zonal circulation aloft,
associated with the polar front. At 850 hPa, south-southwesterly geostrophic wind directions occur
more frequently with increasing wind speeds, indicating the relative significance of the unperturbed
jet stream, compared with cyclonic weather systems, for the forcing of strong winds at low levels
of the free atmosphere (see Figure 21(b)). With increasing height, from the surface to 850 hPa, the
occurrence of wind speeds ≥ 10 m s−1 increases significantly (see Figure 21(c)).

Average monthly WRF model fields of surface wind speed for weak geostrophic wind conditions
at 850 hPa are shown in Figure 22. With the exception of the summer months, relatively stronger
wind speeds exist along the coast, especially in the Westfjords, than for the monthly fields shown
in Figure 6, taking into account all geostrophic wind conditions.

Differences of these monthly fields from the one-parameter terrain model (Nawri et al., 2012a),
projected onto the WRF model orography, are shown in Figure 23. The negative bias in the interior
of the island, shown in Figure 6 for all geostrophic wind conditions, is enhanced by about a factor
of two for weak geostrophic winds. Consistent with the findings in previous sections, this suggests
that, in the absence of significant large-scale forcing imposed at the domain boundaries, the WRF
model lacks internal forcing over the land area.
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Figure 21. Histograms of prevailing wind conditions over Iceland: (a) surface wind direc-
tion (blue bars) and geostrophic wind direction at 850 hPa (red bars), for speeds of at least
1 m s−1; (b) geostrophic wind direction at 850 hPa for weak (blue bars) and strong (red
bars) geostrophic wind speeds; (c) surface wind speed (blue bars) and geostrophic wind
speed at 850 hPa (red bars) (see Section 9 for a definition of different geostrophic wind
conditions).
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Figure 22. Mean monthly surface wind speed from WRF model simulations, under condi-
tions of weak geostrophic winds (see Section 9).
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Figure 23. Differences in mean monthly surface wind speed between empirical terrain
models and WRF model simulations, under conditions of weak geostrophic winds (see Sec-
tion 9).
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Figure 24. Anomalies of normalised surface wind speed for different geostrophic wind
directions, under conditions of strong geostrophic winds in January (see Section 9).

The effects of geostrophic wind direction on modelled surface wind speed over Iceland are deter-
mined by analysing deviations of monthly mean WRF fields for individual sectors of geostrophic
wind direction from the average of the fields for all sectors. For strong geostrophic winds in Jan-
uary, differences of average wind speeds for individual sectors from the average for all sectors,
normalised by the average field, are shown in Figure 24. There is a clear pattern of positive and
negative differences for individual geostrophic wind directions, with the largest positive deviations
occurring on the upper parts of lee slopes, as well as on the low-pressure side (left, facing down-
stream) of elevated terrain. Conversely, especially with northwesterly geostrophic winds, low-wind
stagnation points are located on the lower parts of windward slopes of the three largest glaciers.
For strong geostrophic winds in July, the basic pattern of normalised differences is the same as in
winter, with the strongest winds occurring on low-pressure and lee slopes (not shown). Similar
patterns of anomalies, although less well developed, are also found with intermediate geostrophic
wind speeds (not shown).

Deviations of monthly mean WRF fields for individual sectors of geostrophic wind direction from
corresponding fields of the one-parameter terrain model for strong geostrophic winds in January
are shown in Figure 25. Differences are normalised by the terrain model wind speeds. As dis-
cussed in Section 4, regardless of geostrophic wind conditions, WRF surface winds tend to be too
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Figure 25. Differences in normalised surface wind speed between the WRF model and the
one-parameter terrain model for different geostrophic wind directions, under conditions of
strong geostrophic winds in January (see Section 9).

strong near the coast, and too weak in the interior. Taking into account different geostrophic wind
directions in the presence of strong pressure gradients, superimposed on this basic spatial bias is a
pattern of relatively high WRF wind speeds on lee and low-pressure slopes. In the terrain models,
dynamical effects of flow over and around elevated terrain is not explicitly parameterised. Without
sufficient coverage by local measurements, these effects are therefore not included in the terrain
model. However, given the evidence from previous research, the modelled terrain effects, with
respect to the model orography, may at least be qualitatively accurate.

Using atmospheric and wind tunnel measurements, as well as numerical simulations, studies of
wind flow over elevated terrain under neutral or near neutral stratification (e.g., Walmsley and
Taylor, 1996; Apsley and Castro, 1997; Takahashia et al., 2002, 2005; Corbett et al., 2008; Lewis
et al., 2008; Moreira et al., 2012) have consistently shown a reduction of wind speed at the bottom
of windward slopes, and a rapid increase towards the summit. The highest wind speeds and low-
level jets are found on the crest, with a rapid decrease to below upwind speed on the lee side. Under
conditions of stable stratification, field studies have shown that the highest wind speeds are shifted
downstream from the summit to the uppermost part of the lee slope, with flow separation and return
circulation occurring on the lower part (Vosper et al., 2002; Barkwith and Collier, 2011). Based
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on wind tunnel measurements, Ayotte and Hughes (2004) showed that also in neutrally stratified
flow the wind speed on the upper lee side increases with increased slope. Given these results,
and considering the generally stable boundary-layer stratification and prevalence of steep slopes
throughout Iceland, the intensification of WRF surface winds downwind from summits and ridges
appears to be physically motivated. However, local measurements for direct comparisons are not
available.

10 Summary

In this study, the performance of a particular setup of the WRF mesoscale model with regard to the
surface wind conditions over Iceland was analysed, in comparison with local and interpolated sta-
tion data. Aside from internal numerical errors and parameterised approximations, whose effects
by themselves are difficult to assess, deviations of model results from measurements are due to the
limited representation of the terrain, as well as the specification of atmospheric conditions at the
lateral boundaries.

Terrain-related model errors are due to inaccurate representations of elevation, ruggedness, and
surface roughness. Differences in elevation between model terrain and the actual height at station
locations were taken into account here, either by projecting local measured or modelled values
to mean sea level, or by projecting empirical terrain models onto the model orography. This is
done using vertical gradients of surface wind speed over elevated terrain, based on either model
fields or station data, whereby model terrain gradients are considerably smaller than those based
on measurements. Furthermore, low-lying areas of the island are wrongly identified in the model
as being covered with bushes and low trees. Throughout the year, with the exception of the icecaps
at elevations of 1000 mASL and above, model surface roughness lengths are typically too large by
up to an order of magnitude. Therefore, in addition to the small vertical terrain gradients in the
WRF model, significant and systematic differences exist between model fields and interpolated
measurements, with too strong surface winds along the coast, and too weak winds in the interior.
The relative decrease in wind speed from the coast inland and onto the higher terrain is further
enhanced by about a factor of two for weak geostrophic winds. Superimposed on this basic ge-
ographical bias is a clear pattern of positive and negative differences for individual geostrophic
wind directions, with the largest positive deviations occurring on the upper parts of lee slopes, as
well as along the low-pressure side of elevated terrain. Low-wind stagnation points are located on
the lower parts of windward slopes of the three largest glaciers.

Previously, Bromwich et al. (2005) evaluated Polar MM5 (Version 3.5) simulations over Iceland,
including surface wind speed. Polar MM5 is a specialised high-latitude version of the standard
MM5 model (Grell et al., 1994), with modified cloud–radiation interaction, ice phase micro-
physics, turbulence parameterisation, and heat transfer through snow and ice surfaces (Bromwich
et al., 2001). As in the case of the RÁV WRF simulations, Polar MM5 simulations were per-
formed in three nested horizontal domains: the outer domain with 85×73 grid points spaced at
72 km (6048×5184 km), including northern Canada, as well as northern Europe; the intermediate
domain with 108×121 grid points spaced at 24 km, encompassing all of Greenland, and extending
east to include the Faroe Islands; and the inner domain with 85×73 grid points spaced at 8 km,
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including Iceland as the only landmass. All three domains have 3/8 lower spatial resolution than
the corresponding WRF model domains. However, while the extent of the inner domains is com-
parable, the intermediate and outer domains of the Polar MM5 simulations are considerably larger
than those of the WRF, by about a factor of 5 for the outer domain. As for the WRF simulations,
the Polar MM5 was forced at the lateral boundaries by ECMWF operational analyses. Compared
against monthly mean time-series of surface wind speed at 70 automatic weather stations for the
1991–2000 period, the Polar MM5 biases between modelled and measured wind speeds of -2.5
– 2.9 m s−1 are comparable for the most part to those of the WRF simulations. Only in winter,
positive wind speed biases in WRF simulations, projected to mean sea level, exceed 3 m s−1 at
some locations near the coast.

Qualitatively, throughout most of the island, the WRF model captures the change in mean monthly
flow from predominantly offshore in winter, to predominantly onshore in summer, which is shown
by the interpolated measurements. However, in the southwest region the flow reversal is underesti-
mated, partly due to weak wintertime offshore winds, and continued summertime downslope flow
from the central highland.

The spread of modelled relative to measured surface wind speeds, expressed through the standard
deviation of differences, is similar to the corresponding spread of surface wind speeds interpo-
lated from ECMWF operational analyses. This is the result of a high temporal correlation between
WRF and ECMWF surface winds. Despite differences in monthly averages, temporal fluctuations
around average values in the WRF model simulations are primarily driven by the boundary con-
ditions, rather than internal model dynamics. The lack of internal forcing is also shown by the
increased negative bias over the land in the absence of significant large-scale forcing imposed at
the domain boundaries. However, the dynamics creating temporal fluctuations in measured wind
speeds, which are essentially disconnected from those of ECMWF winds at the model boundaries,
are neither purely local, nor related to diurnal cycles such as thermal wind systems and atmospheric
tides. The coherent forcing, which is not properly captured by operational analyses at the model
boundaries, is active primarily on a time-scale of 1 day, while local correlations between WRF
model and measured surface wind speeds are highest on a time-scale of 3 days, i.e., on time-scales
of the evolution of individual cyclonic weather systems.

The RÁV WRF model representation of temporal variability on time-scales of several days and
up to one month is inferior to that on shorter time-scales, as well as in comparison with the Polar
MM5. The local correlation coefficients for monthly time-series of wind speed based on mea-
surements and Polar MM5 simulations vary between 0.48 and 0.94, with an average value for all
stations of 0.76 (Bromwich et al., 2005). Correlation coefficients for monthly time-series of wind
speed based on measurements and WRF simulations (not shown) vary between -0.06 and 0.96, with
an average value of 0.57. The corresponding correlation coefficients for the interpolated ECMWF
operational analyses are similar, varying between 0.10 and 0.96, around an average value of 0.52.
Local correlations between monthly time-series of wind speed based on measurements and WRF
simulations are generally higher than for the 3-hourly time-series, smoothed by 30-day running
means, but lower than those for the Polar MM5 simulations. Although the study by Bromwich
et al. (2005) covered a different time period, both it and the RÁV WRF simulations used the same
type of boundary data. The difference in performance when representing monthly variability of
surface wind speed is therefore possibly due to a better representation of the atmospheric circu-
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lation over the larger domain of the Polar MM5. In fact, based on the case study of a downslope
windstorm in southern Iceland, Rögnvaldsson et al. (2011b) showed that with similar model setups
and the same boundary conditions, the WRF model (Version 2.2) and the MM5 (Version 3.7.3)
obtained results with comparable accuracy.

In short, the problems of the WRF model with reproducing temporal variability on time-scales of
less than 3 days may be due to internal model dynamics, and might be improved with higher spatial
resolution. In contrast, on time-scales of several days and longer, the problems with reproducing
temporal variability may be related to the specific RÁV setup of the WRF model, and possibly
be the result of too small intermediate and outer model domains. On these longer time-scales,
increased spatial resolution is unlikely to result in improvements.
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