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Abstract

The rain gauge network operated by the Icelandic Meteorological Office is rather sparse
and unevenly distributed, especially in the highlands and in complex terrain, making it diffi-
cult to use it for constructing gridded precipitation estimates with traditional spatial interpo-
lation methods. An alternative approach based on the use of a Linear Model of orographic
precipitation has recently been used to simulate a gridded daily precipitation data set with
1 km horizontal resolution for the period 1958–2006 (Crochet et al., 2007; Jóhannesson et
al., 2007). The present work explores whether several refinements in the methodology and
parameterization may improve the overall quality of these precipitation estimates at various
temporal scales. A set of runs with different parameterizations was performed for the period
1987–2001 and the one giving the best overall results was selected and analyzed in detail.

1 Introduction
Spatially distributed precipitation estimates are needed in hydrological and glaciological mod-
elling studies and in regional climate analyses. In Iceland, the rain gauge network is rather sparse
and unevenly distributed, especially in the highlands and in complex terrain. The reason is that
these regions are mainly non-inhabited, difficult to access and the presence of several large
glaciers prevents the deployment of conventional precipitation gauges. Although many auto-
matic stations have been installed in the last decade, gridding precipitation with spatial interpo-
lation methods remains a very difficult task, especially for earlier decades, making the mapping
of long-term averages, for instance, problematic.

To overcome this difficulty, an alternative approach based on a Linear Model of orographic pre-
cipitation (Smith and Barstad, 2004) was recently used to dynamically downscale the European
Centre for Medium range Weather Forecasts (ECMWF) re-analysis (ERA-40) (Uppala et al.,
2005) and available analysis and construct a gridded daily precipitation data set with 1 km hori-
zontal resolution for the period 1958–2006 (Crochet et al. 2007; Jóhannesson et al. 2007). This
gridded precipitation data set has since been used in hydrological modelling studies at the Ice-
landic Meteorological Office (IMO) (Atladóttir et al., 2011). The Linear Model combines airflow
dynamics and cloud microphysics to simulate precipitation in complex terrain resulting from the
terrain-forced uplift of impinging moist air. The input model parameters are background pre-
cipitation, upstream average wind speed and direction, surface temperature and humidity, moist
Brunt-Väisälä frequency and hydrometeor formation and fallout times. Apart from Iceland, this
model has in recent years been used in Oregon (Smith et al., 2005), California, Utah, and the
Alps (Barstad and Smith, 2005), southern Andes (Smith and Evans, 2007), Norway (Schuler et
al., 2008), British Columbia (Jarosh et al., 2010) and it was also used to downscale climate sce-
narios and study future extreme precipitation in western Norway (Carlotti and Barstad, 2010).
In the work of Crochet et al. (2007) and Jóhannesson et al. (2007), the moist Brunt-Väisälä
frequency and hydrometeors formation and fallout times were fixed once for all by statistical
optimization, after comparison between model simulations and rain gauge and glaciological
data and the same values were used for all days. The present work explores whether several re-
finements in the parameterization and the methodology developed at IMO may further improve
the overall quality of these precipitation estimates at various temporal scales.

The proposed refinements tested in this work are as follows: First, the model is run over several
sub-domains rather than for the whole of Iceland so as to better represent the spatial variability of
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ambient atmospheric conditions; Second, the water vapour flux is reduced downwind along the
trajectory, as suggested by Smith and Evans (2007), so as to take into account the depletion of
vapour due to the production of precipitation; Third, the moist Brunt-Väisälä frequency and the
hydrometeors formation and fallout times are not fixed but estimated at each time step according
to ambient atmospheric conditions; Fourth, a local humidity factor is introduced to better define
the areas where the model is applied when unsaturated conditions prevail, while in the previous
version used at IMO, the model was applied within pre-existing wet areas defined by the large-
scale precipitation fields and a fixed humidity threshold. The new model set-up was tested for a
15-year period (1987–2001) and compared to the results described by Jóhannesson et al. (2007).

In what follows, a brief model description and the proposed refinements are given in Section 2.
Section 3 describes the results of the validation, considering various temporal scales and several
statistical characteristics. Finally, Section 4 concludes this report.

2 Model description
2.1 The Linear theory of orographic precipitation
The Linear Model proposed by Smith and Barstad (2004) simulates precipitation over complex
terrain. First, assuming that air is saturated or near saturation and flows over the terrain (no flow
splitting and no stagnation), the distributed source of condensed water, S(x,y), resulting from
terrain-forced vertical ascent of moist air is calculated as follows:

S(x,y) =
Cw

Hw

Z
∞

0
w(x,y,z)e−z/Hwdz (1)

The vertical velocity, w(x,y,z), is assumed to vary with altitude. At ground level, w(x,y,z = 0) =
U ·∇h(x,y), where U is the horizontal wind-speed vector and ∇h(x,y) the topographic gradient
.

Hw is the depth of the moist layer (or water vapor scale height):

Hw =−
RT 2

re f

Lγ
(2)

R = 461J kgK−1 is the gas constant for water vapor, L = 2.5 ·106J kg−1 is the latent heat and Tre f

is the temperature at the ground. The term Cw =
ρSre f Γm

γ
is the thermodynamics uplift sensitivity

factor relating condensation rate to vertical motion, Γm is the moist adiabatic lapse rate, ρSre f =
eS(Tre f )

RTre f
is the saturation water vapor density and eS is the saturation vapor pressure.

The advection of condensed water by the mean wind and the resulting precipitation is described
by the following equations:

Dqc

Dt
≈U ·∇qc = S(x,y)− qc

τc
(3)

8



Dqs

Dt
≈U ·∇qs =

qc

τc
− qs

τ f
(4)

Where qc(x,y) represents the vertically integrated cloud water density, qs(x,y) represents the
vertically integrated hydrometeor density, τc is the conversion time from cloud water into hy-
drometeors, τ f is the hydrometeor fallout time and qs/τ f represents the precipitation rate.

The solution of Eqs. (3) and (4) is obtained by taking the Fourier transforms of Eqs. (1), (3) and
(4). The dynamics of the forced ascent, w(x,y,z), is described using results from mountain wave
theory, which in Fourier space leads to ŵ(k, l,z) = ŵ(k, l,0)eimz, with ŵ(k, l,0) = iσĥ(k, l). The
term σ = Uxk +Uyl is the intrinsic frequency which defines the wind vector in Fourier space,

k and l the horizontal wave numbers, m = [N2
m−σ2

σ2 (k2 + l2)]1/2 the vertical wave number and
Nm the moist Brunt-Väisälä frequency. After some algebra, the double Fourier transform of the
precipitation field P̂(k, l) is given by the following transfer function:

P̂(k, l) =
Cwiσĥ(k, l)

(1− imHw)(1+ iστc)(1+ iστ f )
, (5)

where the double Fourier transform of the terrain ĥ(k, l) is given by

ĥ(k, l) = (2π)−2
Z Z

h(x,y)e−i(kx+ly)dxdy. (6)

Eq. (5) states that precipitation is controlled by several partly counteracting processes, namely
airflow dynamics, cloud time scales and the advection of condensed water and hydrometeors.

The amount of water vapor that can be condensed (the source term S(x,y)) depends on the moist
layer depth and the ability of the forced vertical ascent to penetrate through this moist layer,
which is controlled by airflow dynamics. The condensation is reduced if the vertical uplift does
not penetrate through the moist layer. Also, an increase of stability (Nm) will cause the available
water vapor to increase (Cw and Hw) but will reduce the depth of the lifting (increasing m).

If τc is short, then condensed water will be formed quickly on the windward side and start to pre-
cipitate before being advected downstream to the lee-side of the mountain where it evaporates.
If τ f is short, then precipitation will mainly fall on the windward side of the mountain while if it
is long, spill-over will take place and precipitation will also fall on the lee-side. This also means
that for given τc and τ f values, the resulting precipitation pattern will depend on the width of the
mountain and the wind-speed. High wind speeds may advect air parcels over the lee-side before
water vapor has time to condense and fall. Large values of τc and τ f will shift the condensation
and precipitation downstream. The residence time of an air-parcel on the windward side of a
large mountain will be longer than on a smaller one, increasing the amount of water that can be
condensed and precipitation that can be formed.

A detailed description of changes in spatial precipitation patterns and location of maximum
precipitation in response to changing atmospheric conditions, mountain geometry and horizontal
topographic scales can be found in Smith and Barstad (2004) and Barstad and Smith (2005).
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The precipitation field is finally retrieved after taking the inverse Fourier transform of (5) and
truncating negative values of the total precipitation to simulate downslope evaporation:

P(x,y) = Max[(
Z

∞

−∞

Z
∞

−∞

ĥ(k, l)ei(kx+ly)dk dl +P∞),0] (7)

The term P∞ represents the pre-existing background precipitation resulting from synoptic-scale
uplift.

2.2 Model parameterization and set-up
The model was run with input meteorological data from the ECMWF re-analysis (ERA-40),
with a time step of 6 hours. The same strategy as defined in Jóhannesson et al. (2007) was
used. The Linear Model is first applied using the ERA-40 orography to estimate the orographic
precipitation that might already be present in the background precipitation and removed, in
order not to doublecount it. Background precipitation lower than 0.15mm/6h is set to 0. Then,
the Linear Model is applied using the true orography and the corrected background precipitation.

Moist Brunt-Väisälä frequency

The moist Brunt-Väisälä frequency (Nm) was estimated after Durran and Klemp (1982) as

N2
m =

g
T

(
dT
dz

+Γm)(1+
Lqs

RT
)− g

1+qw

dqw

dz
(8)

where Γm is the moist adiabatic lapse rate

Γm = Γd(1+qw)(1+
Lqs

RT
)×{1+

cpvqs + cwqL

cp
+

εL2qs

cpRT 2 (1+
qs

ε
)}−1 (9)

and Γd is the dry adiabatic lapse rate

Γd =
g
cp

. (10)

g is the gravitational acceleration, cp, cpv and cw are the heat capacities of dry air, water vapor
and liquid water respectively, ε = 0.622 is the ratio of the gas constants for dry air and water
vapor, qw = qs + qL is the total water mixing ratio, qs is the saturation mixing ratio and qL the
cloud liquid water mixing ratio.

Hydrometeors formation and fallout times

The hydrometeors formation time, τc, and fallout time, τ f , were parameterized according to
Kunz and Kottmeier (2006) and Sinclair (1994), respectively as

τc = tice(0.5+
1
π

arctan(
z− (zm +∆z)

500
)), (11)
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where tice is the formation time of ice particles aloft, zm is the height of the melting layer and ∆z
is the distance below the freezing level at which ice particules are assumed to melt completely.
This formulation was derived from Sinclair (1994)

τc = 1000(0.5+
1
π

arctan(
pm− p

50
)), (12)

where p is the pressure level and pm is 50 hPa below the freezing level.

At a given level, raindrops were assumed to fall with a velocity v f = αq
qsur f

m/s, where q is the
mixing ratio at the given level and qsur f at the surface and α = 6, according to Sinclair (1994).
Above the freezing level, snow is assumed to fall with a speed of q

q f z
m/s where q f z is the mixing

ratio at the freezing level, which means that at the freezing level, snow falls at 1m/s. The fall
speed was calculated for each model layer and then averaged and the fallout time was estimated
through the moist layer.

Humidity factor

In both Crochet et al. (2007) and Jóhannesson et al. (2007), the use of the Linear Model was
restricted within pre-existing wet areas defined by the background precipitation fields and a
constant humidity threshold so as to guaranty that near saturated conditions were met. In this
version, a local humidity factor was introduced as suggested by Sinclair (1994) so as to better de-
fine the limits of application of the model and reduce precipitation when unsaturated conditions
prevail. In Sinclair (1994), this humidity factor is defined as

λ(x,y) =

{
(RHx,y,l−RHmin

β
)δ if RHx,y,l > RHmin,

0 otherwise
(13)

where RHx,y,l is the low-level relative humidity, taken at 850-hPa, RHmin is the lower RH thresh-
old below which no orographic precipitation is formed, β and δ are adjustable parameters taken
as RHmin = 0.8, β = 0.2 and δ = 0.25. A similar function was used in Kunz and Kottmeier (2006)
with RHx,y,l taken at 1.5km and identical values for RHmin, β and δ which were confirmed by a
sensitivity analysis. In this work, another formulation was also tested:

λ(x,y) =

{
1− exp(−(RHx,y,l−RHmin

φ
)ψ) if RHx,y,l > RHmin

0 otherwise
(14)

Precipitation is then corrected as follows

Pcorr(x,y) = P(x,y)λ(x,y) (15)

Reduced water vapor flux

In the original formulation (Smith and Barstad, 2004), the Linear Model expresses precipitation
as proportional to the upstream water vapor flux. In the case of a domain with a succession of
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mountain ridges, the water vapor flux is in fact depleted downwind once the airflow has passed
over several hills and orographic precipitation has formed. In order to deal with this, Smith and
Evans (2007) made the assumption that precipitation is proportional to the local water vapor flux
and proposed to scale the precipitation down with the local fraction of water vapor remaining,
as follows

Preduced(x,y) = P(x,y)Θ(x,y), (16)

where P(x,y) is computed with Eq. (7) and Θ(x,y) is the fraction of vapor remaining defined as

Θ(x,y) = 1−
Z x,y

−∞

Preduced(x′,y′)ds/F0. (17)

Where F0 = ρqwUHw is the incoming upstream horizontal water vapor flux and ds = (Uxdx′+
Uydy′)/|U |. After some manipulations this leads to:

Θ(x,y) = e−DRre f (x,y), (18)

where

DRre f (x,y) =
Z x,y

−∞

P(x′,y′)ds/F0. (19)

In our case, P(x,y) is replaced by Pcorr(x,y) in (16) and (19) and the final precipitation estimate
is given as

Preduced(x,y) = Pcorr(x,y)Θ(x,y). (20)

Model set-up

The methodology described above was applied using several strategies, which are not all de-
scribed in detail here. The different tests include varying the values for the parameters tice, α,
RHmin, β, δ, φ, ψ, varying the horizontal and vertical domains of calculation for the mean Ux, Uy,
Nm, τc and τ f , imposing lower and upper limits for the hydrometeor fallout velocity, and testing
several strategies for calculating the reduction of the water vapor flux.

Multi-domain runs

For each model set-up, the model was run three times per time step over the entire domain so as
to better represent the spatial variability of ambient atmospheric conditions, especially the mean
wind whose direction may vary within the domain and will have a strong impact on the spatial
pattern of precipitation. In practise, the input meteorological parameters (except the background
precipitation) where calculated for three different sub-domains and the Linear Model applied
each time to the entire domain but the resulting precipitation corresponding to each sub-domain
only was selected. The final precipitation map was obtained by merging the precipitation from
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each sub-domain. These domains roughly correspond to homogeneous climatic zones and were
defined according to the topography so as to have a natural border and avoid sharp transitions
between sub-domains (see Figure 1).

200 300 400 500 600 700 800

30
0

40
0

50
0

60
0

70
0

x−km

y−
km

Figure 1. The domains for the multi-runs.

3 Validation
3.1 Objective functions
Experience usually shows that a single model parameterization may not yield the best simula-
tions for all features of the observed precipitation field or its statistical properties. The reason
being that errors affect both observed precipitation and input model parameters (or their mean
estimates), and that the model is an imperfect representation of the physical processes taking
place in reality. Moreover, users may be interested to simulate specific features more accurately
than others. For all these reasons, the validation was conducted with a multi-objective goal in
mind and several statistical criteria were used in order to measure different properties of the
simulated precipitation fields:

- The mean error (ME):

ME = E[P∗−P] (21)

- The root mean square error (RMSE):

RMSE =
√

E[(P∗−P)2] (22)

- The Nash & Sutcliffe efficiency criterion (R2):
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R2 = 1− ∑i(P∗i −Pi)2

∑i(Pi−E[P])2 where−∞≤ R2 ≤ 1 (23)

In Eqs. (21)–(23), P and P∗ represent the observed and simulated precipitation (Eq. 20), respec-
tively, and i the time index.

These criteria were calculated for different response variables such as annual precipitation, win-
ter precipitation, monthly precipitation and 3-day precipitation. As daily simulations were accu-
mulated from 12UTC to 12UTC and precipitation is measured from 09UTC to 09UTC, the 3-
day precipitation was used instead of daily precipitation so as to analyse precipitation for a short
integration time and minimize the discrepancy due to these timing difference. Nevertheless, sev-
eral statistical characteristics of daily precipitation were considered, such as the mean, several
quantiles and the Probability of Precipitation (PoP) above several thresholds, and in this case the
timing difference between simulations and observations becomes irrelevant, assuming that pre-
cipitation is not affected by diurnal variations. The precipitation of reference was derived from
precipitation observations at the raingauge stations after wind-loss correction, as described in
Crochet et al. (2007). In addition, winter precipitation was derived from mass-balance measure-
ments made on three glaciers: Vatnajökull, Hofsjökull and Langjökull. The raingauge data were
further split into three groups, namely stations located in i) open (or relatively gentle) terrain,
ii) windward (or enhancement) terrain and iii) lee-side (or rain-shadow) terrain, respectively,
according to the dominating wind-direction, as in Crochet et al. (2007) and in Jóhannesson et al.
(2007). In practice, as wind direction is variable, a given station may alternatively be located on
the windward side or the lee-side. The verification network is presented in Figure 2.

In order to select the best overall model set-up, each run was ranked and given a score between
0 (worst) and 1 (best) according to each statistical criteria. The best overall model set-up was
derived by a weighted sum of these scores (derived from NASH and ME) in an attempt to reflect
the trade-offs among the set of objectives and the different response variables. Finally, the results
obtained with the selected model set-up were thoroughly examined, annual precipitation maps
were inspected for consistency and all these results compared with the reference precipitation
described in Jóhannesson et al. (2007).
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Figure 2. Topography and location of raingauge network and snow-stakes used in the
validation.
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3.2 Results
The selected model set-up giving the best overall score according to the methodology defined in
the previous section corresponds to the following methodology:

- Humidity factor

λ(x,y) =
{

1− exp(−(RHx,y,850−hPa−0.8
0.125 )4) if RHx,y,850−hPa > 0.8

0 otherwise
(24)

A comparison between this humidity factor and the one given by Sinclair (1994), Eq. (13)
is given in Figure 3.

- Cloud water conversion time

τc = 1200(0.5+
1
π

arctan(
z− (zm +200)

500
)) (25)

- Hydrometeor fall velocity

v f =


5q

qsur f
if 0.1≤ v f ≤ 5m/s

0.1 if v f < 0.1m/s
5 if v f > 5m/s

(26)

- Water vapor flux correction
The water vapor flux correction is calculated after taking into account the fact that vapor
is also removed from the airstream by the background precipitation:

F∞ =
Z x,y

−∞

P∞(x′,y′)ds (27)

The drying ratio is given by:

DRre f (x,y) =
Z x,y

−∞

P(x′,y′)ds/(F0−F∞) (28)

And finally the correction coefficient used to scale the precipitation down is obtained as
follows:

Θ(x,y) = e−DRre f (x,y) (29)

- Other features

The column-averaged wind was calculated at each grid point within a vertical column ex-
tending approximately from 250 m a.s.l to 1000 m a.s.l, i.e. from half to twice the average
altitude of Iceland and then further averaged over each sub-domain (and not upstream).
The cloud water conversion time, τc and fallout time τ f were calculated over each sub-
domain considering a vertical column corresponding to the moist layer depth Hw starting
at the mean altitude of Iceland, 505 m a.s.l. The moist layer depth was estimated upstream
of each sub-domain given the low-level wind direction calculated over each sub-domain.
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Figure 3. Humidity factor.

Table 1 presents all the statistical scores for both the selected new model version and the ref-
erence model version (Jóhannesson et al., 2007). Figures 4 to 6 present maps of the statistics
of annual precipitation for the period 1987–2001 and Figure 7 presents the difference between
maximum and minimum annual precipitation over the 15-year period. Figure 8 presents scatter
plots between observed and simulated annual precipitation, Figure 9 presents scatter plots be-
tween observed and simulated monthly precipitation, Figure 10 presents scatter plots between
observed and simulated 3-day precipitation and Figures 11 to 13 present scatter plots between
observed and simulated daily precipitation statistics calculated at each station and for each year.
Additional results can be found in the Appendix.
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Table 1. Error statistics. Best model version for ME (blue) and for Nash (R2) (red).
Variable/Statistics ME ref ME new R2 ref R2 new
Annual precipitation (open terrain) -116.4 -134.8 0.269 0.52
Annual precipitation (rain-shadow terrain) -89.6 -81.4 0.61 0.55
Annual precipitation (windward terrain) -210.5 -173 0.64 0.78
Monthly precipitation (open terrain) -10.3 -10.9 0.54 0.6
Monthly precipitation (rain-shadow terrain) -5.01 -2.7 0.56 0.5
Monthly precipitation (windward terrain) -14.1 -9.6 0.587 0.69
3-day precipitation (open terrain) -1.22 -1.31 0.53 0.54
3-day precipitation (rain-shadow terrain) -0.7 -0.60 0.48 0.46
3-day precipitation (windward terrain) -1.58 -1.34 0.50 0.55
Winter precipitation (Vatnajökull) 20 45.4 0.32 -0.26
Winter precipitation (Hofsjökull) -15.4 268.2 0.56 0.22
Winter precipitation (Langjökull) -280.8 -54.4 -0.76 -1.42
Mean daily precipitation (open terrain) -0.63 -1.09 0.28 0.02
Mean daily precipitation (rain-shadow terrain) -0.09 -0.44 0.47 0.17
Mean daily precipitation (windward terrain) -0.89 -1.43 0.63 0.64
25% daily precipitation quantile (open terrain) 0.71 0.26 -6.19 -0.44
25% daily precipitation quantile (rain-shadow terrain) 0.48 0.23 -6.58 -1.49
25% daily precipitation quantile (windward terrain) 1.01 0.2 -5.81 0.25
50% daily precipitation quantile (open terrain) 0.75 0.1 0.26 0.74
50% daily precipitation quantile (rain-shadow terrain) 0.79 0.37 -6.2 -1.5
50% daily precipitation quantile (windward terrain) 1.54 0.03 0.1 0.79
95% daily precipitation quantile (open terrain) -5.85 -6.08 -2.11 -2.01
95% daily precipitation quantile (rain-shadow terrain) -2.98 -3.6 0.19 -0.12
95% daily precipitation quantile (windward terrain) -10.6 -8.3 -0.24 0.31
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Figure 4. Mean annual precipitation map (1987–2001) simulated with the reference
model version (top-left) and the new model version (top-right), and the difference be-
tween the new and reference maps (bottom).
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Figure 5. Minimum annual precipitation map (1987–2001) simulated with the reference
model version (top-left) and the new model version (top-right), and the difference between
the new and reference maps (bottom).
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Figure 6. Maximum annual precipitation map (1987–2001) simulated with the reference
model version (top-left) and the new model version (top-right), and the difference between
the new and reference maps (bottom).
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Figure 7. Difference between maximum and minimum annual precipitation (1987–2001)
simulated with the reference model version (left) and the new model version (right).
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Figure 8. Annual precipitation at stations located in open terrain (top), rain-shadow
(middle) and windward terrain (bottom), simulated with the reference model version (left)
and the new model version (right).
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Figure 9. Monthly precipitation at stations located in open terrain (top), rain-shadow
(middle) and windward terrain (bottom), simulated with the reference model version (left)
and the new model version (right).
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Figure 10. 3-day precipitation at stations located in open terrain (top), rain-shadow (mid-
dle) and windward terrain (bottom), simulated with the reference model version (left) and
the new model version (right).
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Figure 11. Annual statistics for strictly positive daily precipitation (1991–2000): 25%
quantile (top), 50% quantile (middle) and 75% quantile (bottom) at each station, simu-
lated with the reference model version (left) and the new model version (right).
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Figure 12. Annual statistics for strictly positive daily precipitation (1991–2000): mean
(top), 90% quantile (middle) and 95% quantile (bottom) at each station, simulated with
the reference model version (left) and the new model version (right).
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Figure 13. Annual Probability of Precipitation above 0.1mm/day (1991–2000) at each
station located in open terrain (top) rain-shadow terrain (middle) and windward terrain
(bottom), simulated with the reference model version (left) and the new model version
(right).
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3.3 Discussion
The mean annual precipitation maps show that the new model version produces more precip-
itation than the reference version in southern Iceland, on southern windward slopes and less
precipitation on northerly lee slopes. Precipitation is usually lower in the northern half of the
domain, especially over Snæfellsnes peninsula, the West-fjords (NW Iceland), Tröllaskagi mas-
sif (North) and the NE, which could be related to the reduction of the water vapor flux downwind,
in the new model version. The same conclusion holds for the minimum and maximum annual
precipitation and for the mean monthly precipitation except from May to July where precipita-
tion is mostly lower everywhere in the new data set (Appendix-VII). Finally, the results indicate
that the range of variation between minimum and maximum precipitation over the 15-year pe-
riod can be quite substantial and that it is more pronounced over complex terrain with the new
data set which also means a larger inter-annual variability.

Annual precipitation is better simulated with the new model version than the reference model
in open and windward terrain, including the extreme values. In rain-shadow terrain, the results
are relatively similar between the two data sets but the reference model has a slight advantage,
indicating that the lee drying is more realistic in the reference model than the new model version.
Similar results are observed for monthly precipitation and 3-day precipitation, a better simula-
tion is achieved with the new model version except in rain-shadow terrain. Monthly precipitation
simulated with the new model version appears to be more biased than for the reference model
in DJF and MAM than in JJA and SON (Appendix I) which could also be related to wind-loss
correction problems when snow and strong wind prevail. Note also that the quality of the simu-
lations becomes poorer for both reference and new model versions with decreasing integration
time, as expected.

The statistical characteristics of strictly positive daily precipitation calculated for each year are
better reproduced overall with the new data set than the reference model, for the 25%, 50%,
75%, 90% and 95% quantiles, and very similar in quality for the mean, with a slight advantage
for the reference model. Results differ slightly, however, depending on the type of topographical
environment and the simulations made with the reference model provide better mean, 90% and
95% quantiles for stations located in rain-shadow. The number of wet days above 0.1 mm/day is
slightly overestimated in the new data set compared with the reference model, at stations located
in open and windward terrain. Similar results are observed when the quantiles are calculated
over the entire 15-year period (Appendix V).

Results on the glaciers are usually superior with the reference model, but not systematically
(Appendix II to IV). The new model version overestimates winter precipitation on glaciers, in
average, while simulated precipitation at raingauge stations has improved at all temporal scales.
These results could indicate that either the mass-balance data or the wind-corrected precipitation
at raingauge stations are biased. The wind-loss precipitation correction may be overestimated
during snowfall under strong wind. On the other hand, mass-balance data are also uncertain for a
number of reasons such as the uncertainty about snow density, because of the difficulty to clearly
identify the lower snow layer from previous year and therefore the snowdepth and because some
of the snow that falls is not accounted for. However, these errors are not expected to lead to a
systematic over- or under- estimation of the mass balance. In fact, the mass-balance data are
regarded as a powerful dataset that should help to constrain the precipitation estimates. The
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results may indicate that the statistical test used to select the best overall model set-up may have
somehow over-represented the raingauge data and under-represented the mass-balance data.

4 Conclusion
The methodology employed at IMO to simulate precipitation fields with the Smith and Barstad
(2004) Linear Model of orographic precipitation was revised. The new model set-up was verified
over a 15-year period (1987–2001) and compared with previous simulations described in Jóhan-
nesson et al. (2007). The results indicate that the new model version, which includes additional
parameterization, has led to some improvements in the overall quality of the precipitation esti-
mates. This methodology should be used to create a new precipitation climatology from 1958
to 2010. However, the need for parameterizing the humidity factor and the time scales for cloud
water conversion, τc, and hydrometeor fallout, τ f , still requires an optimization procedure and it
will be interesting to first test whether this optimum parameterization holds for the entire period
1958–2010.

Using the model without a-priori fixing the hydrometeor formation and fallout times and the
moist Brunt-Väisälä frequency should provide an advantage in the model applications, both in
operational use, such as the dynamical downscaling of radar-based quantitative precipitation
estimates (QPE), as suggested in Crochet (2009), and climate research, such as the dynamical
downscaling of future climate scenarios for instance. Such a climatic application was recently
considered in Carlotti and Barstad (2010) where the Linear Model was used to downscale 12
GCM simulations in western Norway for which the moist Brunt-Väisälä frequency was directly
available but the cloud conversion and fallout times were arbitrarily set.

The model simulations are quite sensitive to the input atmospheric conditions which have to be
domain-averaged and whose estimation will depend on the selection of the averaging domain
and their spatial variability. The uncertainty resulting from this alone could be of the same order
of magnitude or larger than the expected gain of accuracy resulting from using time varying Nm,
τc and τ f rather than constant optimized values.

In practise, although one specific model set-up was selected amongs an ensemble of possibilities,
the results have shown that a unique best solution cannot be obtained for all features of the
precipitation fields, which can be due to various reasons ranging from ground truth quality issues
to input meteorological uncertainties and model physics. A new multi-objective view of the
model calibration problem has emerged in the last decade or so (see for instance Gupta et al,
1998). The usefulness of such an approach will be further investigated in a future research.
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